Abstract—For humans and robots, variable impedance control is an essential component for ensuring robust and safe physical interaction with the environment. Humans learn to adapt their impedance to specific tasks and environments; a capability which we continually develop and improve until we are well into our twenties. In this article, we reproduce functionally interesting aspects of learning impedance control in humans on a simulated robot platform.

As demonstrated in numerous force field tasks, humans combine two strategies to adapt their impedance to perturbations, thereby minimizing position error and energy consumption: 1) if perturbations are unpredictable, subjects increase their impedance through co-contraction; 2) if perturbations are predictable, subjects learn a feed-forward command to offset the perturbation. We show how a 7-DOF simulated robot demonstrates similar behavior with our model-free reinforcement learning algorithm PI$^2$, by applying deterministic and stochastic force fields to the robot’s end-effector. We show the qualitative similarity between the robot and human movements.

Our results provide a biologically plausible approach to learning appropriate impedances purely from experience, without requiring a model of either body or environment dynamics. Not requiring models also facilitates autonomous development for robots, as pre-specified models cannot be provided for each environment a robot might encounter.

Index Terms—robots with development and learning skills, using robots to study development and learning, motor system and development, variable impedance control, force field experiments, motion primitives, reinforcement learning

I. INTRODUCTION

To achieve robustness towards stochastic disturbances, humans adapt the impedance of their biomechanical system. The ability to adapt impedance is developed “over the course of years [as] the stability of particular behaviors is reinforced and is more robust to perturbations.” [3]. On a smaller time scale, humans are also able to learn task-specific adaptations to achieve robustness against the specific perturbations arising in a particular task. In windsurfing or skiing for instance, we must be compliant enough to deal with small, high frequency perturbations caused by small waves or uneven snow, but still have a high enough impedance to be able to control the board or skis. Learning this balance is one of the aspects that make these sports difficult to master. In summary, impedance control in humans is the result of learning and development; the aim of this article is to reproduce functionally interesting aspects of this learning process on a simulated robot platform.

The standard paradigm for studying task-specific perturbation rejection in humans is by applying a force field to a subject’s hands with a robotic manipulandum. Numerous force field experiments have demonstrated that humans develop two strategies to deal with perturbations [19], [17], [2], [14], [4], [18]. Deterministic, and thus predictable, perturbations are countered by learning a feed-forward term, whereas stochastic perturbations lead to an increase in stiffness through muscle co-contraction.

The general rule of thumb thus seems to be “be compliant when possible; stiffen up only when the task requires it”. Task-specific adaptation of impedance allows humans to combine the advantages of high stiffness (accurate tracking, stable under unforeseen perturbations) and compliance (lower energy consumption, safer interaction with the environment, decoupling from perturbations). It takes humans more than two decades of experience to develop and tune this rule [3].

In contrast, robots have traditionally been controlled with constant high gain negative error feedback control [20]. Especially for industrial robots, the rule of thumb is rather “be stiff”. Achieving high position accuracy has thus come at the cost of high energy consumption, and the necessity to build cages around robots to avoid human-robot contact. For autonomous mobile robots operating in human environments, safety and energy efficiency requirements are very different, and low-gain variable impedance control will be an essential characteristic of such robots.

We have recently shown that the PI$^2$ reinforcement learning algorithm is able to learn such variable impedance control on real robots in high-dimensional tasks [1]. In this article, as in [22], we use PI$^2$ to learn variable impedance controllers in deterministic and stochastic force fields. In particular, we show that the robot learns behavioral adaptations similar to those of humans, i.e. the two-fold strategy of combining a feed-forward
term for deterministic perturbations with increased impedance for stochastic perturbations.

In contrast to model-based optimal control, which is commonly used to simulate human behavior in computational motor control [11], PI^2 does not require a model and scales to high-dimensional tasks [23], thus making it a biologically more plausible model for simulating human behavior in computational robotics. Not requiring models also facilitates autonomous development for robots, as pre-specified models cannot be provided for each environment a robot might encounter. Furthermore, as PI^2 converges to local optimal solutions [27], our results lend support to the idea that learning based on stochastic optimality is a good model for human learning and development of motor skills.

The rest of this article is structured as follows. In the next section, we discuss related work from computational motor control and robotics. We present a detailed analysis of variable impedance control in stochastic force fields in Section III, and use this to make several predictions about learned behaviors for perturbation rejection. In Section IV, we summarize the experimental design and models used in this article, being Dynamic Movement Primitives [8] and the PI^2 reinforcement learning algorithm [27]. The results of our empirical evaluation are presented in Section V. We conclude with Section VI.

II. RELATED WORK

In this section, we discuss related work on biophysics experiments that investigate the role of human stiffness adaptations to perturbations, as well as state-of-the-art in variable impedance control for robots.

A. Variable impedance control in force field experiments

The standard paradigm for studying perturbation rejection in humans is by applying a force field to a subject’s hands with a robotic manipulandum. With this paradigm, Shadmehr and Mussa-Ivaldi [19] demonstrated that, with practice, humans learn to compensate for external perturbations caused by a deterministic force field. When suddenly removing the force field, the observed trajectories (after-effects) were approximately mirror images of the trajectories before learning. This suggests that humans learn an internal model of the force field and compensate for it.

Further experiments demonstrated that in stochastic force fields, subjects learn to adapt to the mean disturbance regardless of the statistical distribution of disturbances [17], and that the after-effects decrease with increasing stochasticity [2]. Takahashi et al. [2] suggest that the nervous system adopts a dual strategy: learning an internal model of the mean of the random environment, while simultaneously increasing arm stiffness to minimize the consequence of errors. They thus conclude that “the results of this study suggest that impedance control can coexist with the application of internal models for control” [2]. The analytical and empirical results presented in this article further support this hypothesis. A similar dual effect was shown by Mistry et al. [14]. Here, it was also demonstrated that a small amount of stochasticity in force field strength leads to better learning of an internal model than in the deterministic case. This suggests that some noise is beneficial to exploration.

Franklin et al. [4] present a model which combines three principles to learn stable, accurate and efficient movements: 1) positive error (the muscle was stretched more than expected) leads to an increase in feedforward muscle activity; 2) negative error (muscle shortening) leads to a similar increase; 3) the feedforward activation of a muscle is reduced if the error is below some threshold. The three principles are combined in a simple algorithm, which is able to accurately model empirical data gathered in force field experiments.

B. Variable impedance control in robotics

Since variable impedance control allows a trade-off between the minimization of error and energy, it is a desirable property for robots as well. We believe that compliant robots which interact safely with the environment (by avoiding high contact forces), are especially relevant to developmental robotics, which emphasizes the role of continual interaction with the environment. When learning continually through trial-and-error interaction, it is important that exploration does not lead to dangerously high forces due to (unexpected) physical contact with the environment – a prerequisite for developmental robotics is that an error may never be so grave that no more trials can be performed by the robot.

However “[t]he selection of good impedance parameters […] is not an easy task” [20]. The main reason is that deriving useful impedance controllers usually involves models of both the environment and the robot, as well as deep knowledge about designing and parameterizing such controllers [7]. Therefore, recent work in variable impedance control for robotics has investigated learning these models, or using methods that are all together model-free.

Mitrovic et al. [15] make a strong case for the limitations of analytical dynamic models. First, the accuracy of the model is limited to the level of detail in the physical model, and the amount of effort put in the system identification process. Second, it is not obvious how changes in the dynamics over time can be modelled. Finally, the dynamic stochasticity, incorporated in the noise model, often depends on the task and physical interactions with the environments. These problems arise for robots as well. We believe that compliant robots which interact safely with the environment (by avoiding high contact forces), are especially relevant to developmental robotics, which emphasizes the role of continual interaction with the environment – a prerequisite for developmental robotics is that an error may never be so grave that no more trials can be performed by the robot.

However “[t]he selection of good impedance parameters […] is not an easy task” [20]. The main reason is that deriving useful impedance controllers usually involves models of both the environment and the robot, as well as deep knowledge about designing and parameterizing such controllers [7]. Therefore, recent work in variable impedance control for robotics has investigated learning these models, or using methods that are all together model-free.

Mitrovic et al. [15] make a strong case for the limitations of analytical dynamic models. First, the accuracy of the model is limited to the level of detail in the physical model, and the amount of effort put in the system identification process. Second, it is not obvious how changes in the dynamics over time can be modelled. Finally, the dynamic stochasticity, incorporated in the noise model, often depends on the task and physical interactions with the environments. These problems arise for robots as well. We believe that compliant robots which interact safely with the environment (by avoiding high contact forces), are especially relevant to developmental robotics, which emphasizes the role of continual interaction with the environment – a prerequisite for developmental robotics is that an error may never be so grave that no more trials can be performed by the robot.

An early model-free impedance learning approach was presented in [10], where a simulated 2DOF simulated robot arm with antagonistic muscle learns to reach for a target object whilst minimizing motor commands. The reinforcement learning algorithm is implemented as an actor-critic architecture, where the critic learns the value function by minimizing the
temporal-difference error, and the actor determines the muscle forces. Both are implemented as feed-forward neural networks. The learning problem is simplified by generating exploration noise along two subspaces, one in which the joint stiffness remains constant, and another in which it does not. Most relevant to this article is the fact that the agent learns to increase the impedance through co-contraction when the arm is perturbed with a force of randomly varying orientation [9] or strength [10]. However, applying this approach to higher-dimensional systems or real robots might be challenging, as it requires tuning of the time-constant for learning, appropriately setting the bias for the initial stiffness, and determining the appropriate neural network structure. A similar more recent actor-critic approach is presented in [13]. In this work, the reference trajectory of the end-effector is fixed. Therefore this approach cannot be used to simulate the dual strategy seen in humans, as it relies adapting the reference trajectory.

We recently proposed the use of model-free reinforcement learning to simultaneously learn reference trajectories and variable impedance controllers [1], [22]. To do so, we use the Policy Improvement with Path Integrals (PI^2) algorithm; a very general algorithm which scales up to very high-dimensional problems [23]. This approach, which will be described in detail in Section IV, has been applied to simulated and real robots in viapoint tasks and tasks involving physical contact with the environment [1], for instance flipping a light switch or opening a door. This article presents the first results of applying PI^2 to tasks involving stochastic perturbations, and demonstrating how the resulting movements are similar to those observed in humans.

Most closely related to our work is the implementation of the model by Franklin et al. [4] (described in the previous section) in the context of a 1-DOF robot [5]. Here, co-contraction of muscles is also modelled by increasing the gains of the robot, and the robot learns to adapt its impedance, the forces it applies and reference trajectories. Our work differs in that PI^2 is a generic policy improvement algorithm, which can not only be used to learn gain schedules, but also for very different tasks, i.e. learning to grasp under uncertainty [25] or pick-and-place manipulation tasks [24]. Also, whereas [5] has been applied to 1-DOF robots, PI^2 has been shown to work on action spaces of very high dimensionality [23].

In summary, we observe that computational motor control models and robotics are converging towards the same solution: adaptively learning impedance control. The quote “motor adaptation should incorporate ... two adaptive processes: internal model formation as well as impedance regulation. [2]” applies equally well to both fields. The motivation behind this article is to demonstrate that model-free reinforcement learning based on stochastic optimality is 1) an excellent basis for controlling high-dimensional robot systems, as demonstrated in [1] 2) able to qualitatively reproduce the two adaptive processes as seen in human behavior.

III. ANALYSIS

In this section, we model the force field and robot as a simple 1-dimensional spring system, depicted in Fig. 1. The aim of this section is two-fold: 1) introduce the concepts used in the experimental design in Section IV; 2) demonstrate that, despite the simplicity of the static model, the model is able to make predictions that have been observed in dynamic biophysics experiments. This supports the hypothesis that variable gain scheduling is an appropriate paradigm for modelling variable stiffness in humans.

A. Deterministic force fields

We consider a scenario in which the forces are in equilibrium; the model thus represents a steady state, rather than a movement over time. The ‘robot’ is simply a spring, which models a resistance to the force field with a proportional controller\(^1\). Without loss of generality, we assume that the desired position is zero, i.e. \(x_d = 0\). In Fig. 1, this corresponds to the tip of the gray arrow coinciding with the green line.

\[
\begin{align*}
\mathbf{F} &= -\mathbf{F} & \text{Assume equilibrium} \quad (1) \\
\mathbf{F} &= -K_P(x - x_r) & \text{Proportional controller} \quad (2) \\
\dot{x} &= x_r + \frac{\mathbf{F}}{K_P} & \text{Combine 1 and 2} \quad (3)
\end{align*}
\]

Given this scenario, we can now readily compute the actual position \(x\) from the force field strength \(\mathbf{F}\) with Eq. 4. An example is given in Fig. 1A, where \(F = 1\), \(K_P = 2\), \(x_r = x_d = 0\), and thus \(x = 0 + 1/2 = 0.5\).

![Fig. 1. Illustration of using different impedances (gains) in deterministic and stochastic perturbations. The perturbation pushes from the left; the magnitude of the perturbation force \(\mathbf{F}\) is indicated by the width of the left (red) arrow. The ‘robot manipulator’ is depicted as a (gray) arrow pushing from the right; its force \(\mathbf{F}\) is computed with \(\mathbf{F} = -K_P(x - x_r)\), i.e. a proportional controller based on the position error between the reference position \(x_r\) and actual position \(x\). The gain \(K_P \in \{2, 20\}\) is represented by the thickness of the spring to the right. The robot’s goal is to minimize the error \((x_d - x)\) between the actual \(x\) and desired \((x_d)\) position. In this illustration, all forces are in equilibrium, i.e. \(\mathbf{F} = -\mathbf{F}\) and \(\dot{x} = 0\).]

Since \(x\) represents the deviation from the desired position \(x_d = 0\), we would like to keep \(x = 0\) to minimize the position error:

\[^{1}\text{In Section IV, we will rather use a proportional-derivative controller } \mathbf{F} = -K_P(x - x_r) - K_D(\dot{x} - \dot{x}_r) \text{ to implement damping. In this article, we assume the reference velocity } \dot{x}_r \text{ is zero. Since the system is assumed to be in equilibrium in this section, } \dot{x} \text{ is also zero. Hence, the derivative term drops, and is ignored in this section for simplicity.}\]
Position error should be zero \[ x = 0 \] (5)

From Eq. 4 \[ x_r + \tilde{F}/K_P = 0 \] (6)

Solve for \( x_r \) \[ x_r = -\tilde{F}/K_P \] (7)

For the running example, the offset is \( x_r = -1/2 = -0.5 \), as depicted in Fig. 1B. Thus, to achieve a zero deviation \( x = 0 \) in deterministic force fields, \( x_r = -\tilde{F}/K_P \). Learning to move the reference position can be considered the learning of an internal model to counter the force field. However, the force field or the robot are not modeled directly, but rather implicitly in the policy parameter \( x_r \). Note that with the constant offset term, the equilibrium will move to \( x = x_r = -0.5 \) if the force field is removed (\( \tilde{F} = 0 \)), as depicted in Fig. 1C.

Prediction 1. Eq. 7 shows that deterministic force fields can be countered with a constant offset term. This leads to after-effects in catch trials, as observed in [19].

B. Stochastic force fields

In stochastic force fields, \( \tilde{F} \) should be rather interpreted as a random variable. The position \( x \) is therefore also a random variable, denoted \( X \).

\[ \tilde{F} \sim \mathcal{N}(\mu, \sigma^2) \] Gaussian force field (8)

\[ X \sim x_r + \mathcal{N}(\mu, \sigma^2)/K_P \] Combine (4) and (8) (9)

\[ X \sim \mathcal{N}(x_r + \mu/K_P, (\sigma/K_P)^2) \] Gauss. transform. rule (10)

As before, we would like to minimize the position error. Since \( X \) represents the deviation from the desired position \( x_d = 0 \), this now corresponds to \( \mathbb{E}(X) = 0 \).

\[ \mathbb{E}(X) = 0 \] As (5) (11)

\[ \mathbb{E}(\mathcal{N}(x_r + \mu/K_P, (\sigma/K_P)^2)) = 0 \] From (10) (12)

\[ x_r + \mu/K_P = 0 \] \[ \mathbb{E}(\mathcal{N}(a, b)) = a \] (13)

\[ -\mu/K_P = x_r \] Solve for \( x_r \) (14)

Thus, to achieve an expected \( X \) of zero, \( x_r = -\mu/K_P \). This is analogous to Eq. 7, except now we use the expected value of the force field \( \mu \), rather than the known value. For our running example we again have \( x_r = -1/2 = -0.5 \), as depicted in Fig. 1D.

Prediction 2. Eq. 14 predicts that the offset should be adapted to the mean strength of the force field. This adaptation to the mean was observed in [17].

Now let’s plug the offset term \( x_r = -\mu/K_P \) back into Eq. 10.

\[ X \sim \mathcal{N}(-\mu/K_P + \mu/K_P, (\sigma/K_P)^2) \] (10) and (14) (15)

\[ X \sim \mathcal{N}(0, (\sigma/K_P)^2) \] Simplify (16)

With the appropriate offset term, the deviation is thus a zero mean Gaussian with variance \((\sigma/K_P)^2\). Therefore, the only way to decrease the variance in the deviation is by increasing the gain \( K_P \). This can be seen when comparing Fig. 1D and Fig. 1E. In D, the gain is low \((K_P = 2)\), and the variance in the position error is thus high \((X \sim \mathcal{N}(0, (0.5/2)^2) \sim \mathcal{N}(0, 0.25^2))\). In E, gains are high \((K_P = 20)\), and the variance in the position error is thus low \((X \sim \mathcal{N}(0, (0.5/20)^2) \sim \mathcal{N}(0, 0.025^2))\).

Prediction 3. Eq. 16 predicts that if we want to enforce an upper bound on the variance in the deviation, we are required to increase \( K_P \) when the force field stochasticity \( \sigma \) increases. This effect is observed in humans, where impedance is increased when stochasticity of the force field is increased [2].

Prediction 4. Another interesting effect predicted by this analysis is that with an increasing gain \( K_P \), the magnitude of the offset term \( x_r = -\mu/K_P \) decreases, and thus the after-effect are predicted to decrease. This is seen in Fig. 1E, where \( x_r \) is much closer to \( x_d \) than in Fig. 1D. In humans it was also observed that increased stochasticity in force fields leads to smaller after effects [14].

Prediction 5. Finally, this analysis predicts that to achieve a pre-specified error variance, the gains must increase linearly with increasing stochasticity. This is supported by our empirical results presented in Section V, but partially contradicts observations made in [14]. An possible explanation for this contradiction is given in Section V-A.

IV. METHODS

Our robot ‘subject’ is a 7-DOF Barret arm, depicted in Fig. 2. We use an accurate physical simulation of the robot with the SL software package [16]. Note that although the visualizations in this article are in 2D for ease of interpretation, the robot is simulated in full 3D space.

![7-DOF robotic arm](image)

Fig. 2. The 7-DOF robotic arm used in this article, simulated in SL. The reaching trajectory and force fields are depicted in the right graph (for \( \sigma = 0.2886 \)).

A. Experimental Protocol

In this article, we consider the learning of reaching movements to a discrete, specified goal, and follow the experimental protocols in [4], [11], [14]. In particular, the experimental
parameters below are taken from Experiment 1 in [14], and Experiment 3 in [11].

Initially the robot makes a straight movement with minimum-jerk velocity profile along the x-axis (distance 0.2m, duration 1s), away from its body [11]. This movement is depicted in Fig. 2. We use a velocity dependent force field $F_x = \beta \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} \ddot{x}$, where $F_x$, $F_y$ is the force applied to the subject’s end-effector along the x/y-axis respectively, and $\ddot{x}/\ddot{y}$ is the velocity of the end-effector along the x/y-axis [14]. The strength of the force field $\beta$ is sampled at the beginning of each trial from a Gaussian distribution $\mathcal{N}(1, \sigma)$. We apply four different force fields with $\sigma = \{0.0000, 0.1442, 0.2886, 0.4330\}$ [14]. The effect of the force field with $\sigma = 0.2886$ is depicted in Fig. 2. The deterministic case is represented by $\sigma = 0$.

The robot ‘subject’ receives feedback about joint positions, end-effector position, and joint torques. After each trial, feedback on task achievement is given by the cost function

$$J(\tau_i) = \int_{t_i}^{t_f} 10^3 d(x_i) + 10^{-7} \sum_{j=1}^{7} (K^j_{P,t} - K^j_{P,t,min}) + 10^{-3} \left| \ddot{x}_i \right|$$

(17)

This cost function consists of the following components:

- **Position error.** $d(x)$ is the distance in meters from the end-effector to the line connecting start and end-point of the movement, i.e. similar to Eq. 2 in [4]; this cost expresses that we do not want large errors in position along the straight desired path. Note that this desired path is invariant, and is not the same as the reference trajectory which is adapted through learning (i.e. compare $x_d$ and $x_P$ in Fig. 1). Using such an invariant desired path is also frequently assumed in modelling of human behavior [5], [4], [29].

- **Gains.** $\sum_{j=1}^{7} (K^j_{P,t} - K^j_{P,t,min})$ is the sum of the proportional gains (minus their minimum values) over all joints $j$; this cost expresses that we prefer low gains, as they lead to lower torque commands and safer human-robot interaction. In principle, we would expect similar results when penalizing motor commands directly, as high gains generally lead to higher motor commands, cf. Eq. 25. Thus penalizing motor commands should also lead to lower gains. Penalizing the gains stems from our explicit goal of achieving compliant robots with low-gain control [1].

- **End-effector acceleration.** $|\ddot{x}|$ is the end-effector acceleration in $m/s^2$; this cost expresses that we do not want motions with high accelerations.

We now describe how the reference trajectory (Section IV-B) and variable gain schedules (Section IV-C) are represented. In Section IV-D we present the model-free reinforcement algorithm that learns to minimize the cost function in Eq. 17, by adapting the reference trajectories and gain schedules.

### B. Movement Representation

The reaching trajectory is represented by a Dynamic Movement Primitive (DMP) [8], which consists of a set of dynamic system equations (Eq. 18-22) which are visualized, and explained in Fig. 3.

#### Dynamic Movement Primitives

$$\frac{1}{T} \ddot{x}_t = f_t + g^T_t \theta \quad \text{Transform. system (18)}$$

$$f_t = a (\beta (g - x_t) - \ddot{x}_t) \quad \text{Linear system (19)}$$

$$[g_t]_j = w_j(s_t) \cdot s_t \quad \text{Basis functions (20)}$$

$$w_j = \exp (-0.5 h_j(s_t - c_j)^2) \quad \text{Gaussian kernel (21)}$$

$$\frac{1}{T} \dot{s}_t = -\alpha s_t \quad \text{Canonical system (22)}$$

#### Gain schedules

$$K_{P,t} = g^T_t \theta \quad \text{Time-dependent gain (23)}$$

$$[g_t]_j = \sum_{k=1}^{p} w_k(s_t) \quad \text{Basis functions (24)}$$

The intuition behind this approach is to generate trajectories $[x_t, \dot{x}_t, \ddot{x}_t]$ out of the time evolution of a nonlinear attractor system, where the goal $g$ is a point attractor and $x_0$ the start state.

The two main components in Eq. 18 are a linear (critically damped) spring system $f_t$, and a non-linear component consisting of a set of Gaussian basis functions $g^T_t \theta$, multiplied with the parameter vector $\theta$. The activation of the basis functions during the movement is determined by the phase variable $s_t$, which exponentially decays over time from 1 to 0 as the movement progresses, as depicted in the left graph in Fig. 3. The centers $c_j$ of the basis functions (i.e. their maximum activations), are positioned in phase space such that they are equally spaced in time. Finally, the parameters $\theta$ determine the shape of the attractor landscape. For each basis function $[g_t]_j$, there is one scalar value $\theta_j$. This formulation allows a DMP to represent almost arbitrary smooth trajectories, e.g., a tennis swing, a reaching movement, or a complex dance movement. On the other hand, convergence to the goal $g$ is guaranteed as it can be shown that $f_t$ converges to $g$, and $g_t$ converges to 0 [8].

We leave the details to [8], [27]. For this article, the important features of DMPs are that: When integrating a DMP over time, it generates a 1-dimensional output trajectory $[x_t, \dot{x}_t, \ddot{x}_t]$. DMPs converge from the initial value $x_0$ towards the goal parameter $g$. The general shape of the trajectory is determined by the parameters $\theta$. Multi-dimensional DMPs are represented by coupling several transformation systems as in Eq. 18 with one shared phase variable $s$.

#### Parameters for the experiment

In this article, the DMP has three transformation systems, which represent the 3-

2Having to start at the same initial condition is a limitation of the DMP. Since force field experiments typically involve repeated movements from the start to the same goal position, this limitation of DMPs coincides with the constraints of the experiments.
dimensional reference trajectory of the robot’s end-effector in Cartesian space \([x_{r,t} \dot{x}_{r,t} \ddot{x}_{r,t}]\). The initial parameters \(\theta\) are trained with supervised learning [8], so that the reference trajectory has a minimum-jerk velocity profile, and generates the trajectory depicted in Fig. 2. The reference Cartesian end-effector velocities are converted into joint space using the Jacobian pseudo-inverse. The resulting joint velocities \(q_{r,t}\) are integrated and differentiated, to get joint positions \(\dot{q}_{r,t}\) and accelerations \(\ddot{q}_{r,t}\) respectively.

\[ u = -K_P(\ddot{q} - \ddot{q}_r) - K_D(\dot{q} - \dot{q}_r) + u_{ID} \quad \text{for each joint} \]

\[ K_D = C\sqrt{K_P} \]

where \(K_P, K_D\) are the positive definite position and velocity gain matrices, and \(C\) is a constant scale factor set manually for each joint. The feed-forward control term \(u_{ID}\) is computed with an inverse dynamics (ID) controller based on a Newton-Euler algorithm. The inverse dynamics feed-forward torques \(u_{ID}\) only compensate for forces due to gravity, inertia and Coriolis effects, but not for the force fields we generate. Therefore, the feed-forward term which is learned to compensate for the force field perturbation \(\bar{F}\) is completely independent of \(u_{ID}\). Our main motivation for using the ID controller is that humans also use feed-forward control to cancel the dynamics of their arm [29]; the results of the biophysics experiments we model thus also depend on human subjects that use inverse dynamics models. Note that although our learning method is model-free, our inverse dynamics controller does require a model of the robot. Although humans learn this model rather than it being model-based, we believe this is not relevant to the task we consider. Second, decoupling the inverse dynamics from the task dynamics would allow the learned motion to generalize better to similar tasks. For instance, the movement could be moved 10cm to the right, and the same movement would still arise. If the movement would involve both the compensation of the task dynamics and arm dynamics this generalization would no be possible.

In summary, the impedance of a joint is parameterized by the choice of the gains \(K_P\) (stiffness) and \(K_D\) (damping). The key to variable impedance control is to allow \(K_P\) to vary as the movement is executed. As introduced in [1], this can be achieved by representing the gain schedules as extra dimensions in the DMP. Since the gains do not have a specific goal value, the proportional gains are not represented as transformation systems that converge to \(g\), but computed directly as a function approximator \(g_{t,K}^T\theta_K\), as depicted in Fig. 3.

**Parameters for the experiment.** In our experiments, we use supervised learning to initialize \(\theta_K\) such that the proportional gains of the 7 joints are constant over time, and have the values \(K_P^{min} = \{60, 60, 16, 16, 6, 6, 1.6\}\). These are 0.4 times the default gains we use for this robot, and the minimum gains we allow during learning, as too low gains lead to poor tracking such that the robot frequently runs into its joint limits. Although we start out with a gain schedule that is constant over time, we shall see in the next section that varying \(\theta_K\) leads to varying gain schedules, which are adapted to external perturbations through reinforcement learning.

In summary, in the Dynamic Movement Primitive used
in this article, there is one canonical system (representing the phase variable $s_t$) which drives 3 transformation systems (representing the 3-D end-effector position over time) and 7 function approximators (representing the gain schedules of the 7 joints). We chose to specify the reference trajectory in end-effector space since this is the element the ‘subject’ has to regulate to fulfill the task and receives feedback on. In contrast we chose to regulate gains in joint space to avoid to have to specify and additional, arbitrary null-space behavior.

D. Reinforcement Learning Algorithm

Given the DMP representation above, the goal is to learn the parameters $\theta$ and $\theta_K$ which minimize the cost function in Eq. 17. To do so, we use the policy improvement algorithm PI$^2$ [27]. Since PI$^2$ learns $\theta$ and $\theta_K$ simultaneously with the same method, from now on we simply denote these parameters for the end-effector trajectory and gain schedules as one parameter vector $\theta$.

Cost functions for PI$^2$ take the generic form:

$$ J(\tau_i) = \phi_{t_N} + \int_{t_1}^{t_N} \left( r_t + \frac{1}{2} \theta^T R \theta \right) dt $$

where $J$ is the finite horizon cost over a trajectory $\tau_i$ starting at time $t_1$ and ending at time $t_N$. This cost consists of a terminal cost $\phi_{t_N}$, an immediate cost $r_t$, and an immediate control cost $\frac{1}{2} \theta^T R \theta$. The specific cost function for the task considered in this article was given in Eq. 17, and adheres to this generic format.

1) Generic Policy Improvement Loop: Policy improvement methods minimize cost functions through an iterative process of exploration and parameter updating, which we explain using Fig. 4. Exploration is done by executing a Dynamic Movement Primitive M times, each time with slightly different policy parameters $\theta + \epsilon_{t,K}$ which is added to explore the parameter space, as in Eq. 28. This noise is sampled from a Gaussian distribution with variance $\Sigma^2 \theta$. A similar Gaussian exploration is applied to the gain schedules as in Eq. 29.

$$ \frac{1}{\tau} \ddot{x}_t = \alpha(\beta(g - x_t) - \dot{x}_t) + g_t^T (\theta + \epsilon_{t,m}) $$

$$ K_{P,t} = g_t^T (\theta_K + \epsilon_{t,m}) $$

(28)

(29)

These ‘noisy’ DMP parameters generate slightly different reference trajectories $\{\dot{x}_{t,r}, x_{t,r}, x_{t,r,t}\}_{m=1,...M}$ and gain schedules $\{K_{P,t}\}_{m=1,...M}$, which each lead to different costs. Given the costs and noisy parameters of the M DMP executions, called roll-outs, policy improvement methods then update the parameter vector $\theta$ such that it is expected to generate movements that lead to lower costs in the future. The process then continues with the new $\theta$ as the basis for exploration.

2) Policy Improvement with Path Integrals – PI$^2$: The most crucial part of the policy improvement loop in Fig. 4 is the parameter update; it is here that the key differences between PI$^2$ and other policy improvement methods lie.

The foundation of PI$^2$ comes from (model-based) stochastic optimal control for continuous time and continuous state-action systems. The derivation of PI$^2$ starts with the standard Hamilton-Jacobi Bellman equation [21], which is a nonlinear partial differential equation (PDE). This equation is first linearized by applying a log transformation and assuming that the exploration noise is inversely proportional to the control cost matrix [27]; the underlying intuition is that there should be less exploration in directions where command costs are high. The resulting linear PDE is then transformed into a path integral with the Feynman-Kac theorem [12]. The importance of this transformation is that it is now possible to evaluate the path integral with Monte Carlo roll-outs, i.e. the optimal control problem can be iteratively solved with the generic policy improvement loop depicted in Fig. 4. Finally, the update rule is applied it to Dynamical Movement Primitives, such that the linear component $f_t$ and basis functions $g_t$ constitute the ‘system model’. Since $f_t$ and $g_t$ are known to the robot, this renders the algorithm model-free.

Fig. 5. Visualization of PI$^2$ exploration and the update rule. The upper right inset shows the parameters $\theta$ and explorations $\theta + \epsilon_{m=1...N}$. The time slice for $t_{\epsilon m}$ is in the foreground; those for $t_{\epsilon m=1...N}$ are similar but hidden from view. For reasons of clarity, this figure visualizes a DMP with only one dimension and only two basis functions (and thus a parameter vector of length two).

Rather than focussing on its derivation from first principles of stochastic optimal control, which is presented extensively in [27], we provide a post-hoc interpretation of the resulting update rule in Fig. 6, with a visualization in Fig. 5.

As demonstrated in [27], PI$^2$ often outperforms previous RL algorithms for parameterized policy learning by at least one order of magnitude in learning speed and also lower final
**PI² Parameter Update Rule**

\[
S(\tau_{i,m}) = \varphi_{N,m} + \sum_{j=1}^{N-1} r_{j,m} + \frac{1}{2} \sum_{j=1}^{N-1} (\theta + M_{j,m} \epsilon_{j,m})^T R (\theta + M_{j,m} \epsilon_{j,m})
\]  
\[
M_{j,m} = R^{-1} g_{j,m}^T \sum_{i=1}^{M} P(\tau_{i,m}) M_{i,m} g_{j,m}
\]

\[
P(\tau_{i,m}) = e^{-\frac{1}{2} S(\tau_{i,m})} / \sum_{m=1}^{M} e^{-\frac{1}{2} S(\tau_{i,m})}
\]

\[
\delta \theta_i = \sum_{m=1}^{M} \left[ P(\tau_{i,m}) M_{i,m} \epsilon_{i,m} \right]
\]

\[
[\delta \theta]_j = \sum_{i=0}^{N-1} w_{j,i} \left[ \delta \theta_i \right]_j
\]

\[
\theta \leftarrow \theta + \delta \theta
\]

**Fig. 6. PI² parameter update rule:** Eq. 30 – Determine cost-to-go of each roll-out \( S(\tau_{i,m}) \) at each time step \( i \). This is an evaluation of the cost function \( J(\tau_i) \) in Eq. 27, which is task-dependent and provided by the user. The matrix \( M_{j,m} \) (Eq. 31) is needed to project the exploration noise onto the parameter space. Note how each exploration in Fig. 6 leads to a different cost in the cost landscape (Eq. 27), depicted here in gray scale.

Eq. 32 – Compute probability of each roll-out \( P(\tau_{i,m}) \) at each time step \( i \) by exponentiating the cost-to-go. This exponentiation is visualized in the lower left graph in Fig. 6. The intuition behind this step is that trajectories of lower cost should have higher probabilities.

Eq. 33 – Average over roll-outs. Compute the parameter update \( \delta \theta \) for each time step \( i \) through probability weighted averaging over the exploration \( \epsilon \) of all \( M \) roll-outs. Trajectories with higher probability, and thus lower cost, therefore contribute more to the parameter update. Again, \( M_{j,m} \) projects the exploration noise onto the parameter space. The resulting update vector \( \delta \theta_i \) is depicted as an arrow in the inset in Fig. 6. Note how \( \theta \) will move towards a lower cost in the landscape.

Eq. 34 – Average over time-steps. In this step (not visualized in the Fig. 6), we average the parameter update \( \delta \theta_i \) per time step \( i \) (every ‘slice’ in the inset) over all time steps to acquire one update vector \( \delta \theta \). Each parameter update is weighted according to the number of steps left in the trajectory. This is to give earlier points in the trajectory higher weights, as they influence a larger part of the trajectory. They are also weighted with the activation of the corresponding basis function \( w_j \) at time \( t_i \), as the influence of parameter \( \theta_j \) is highest when \( w_j \) is highest. Finally, the actual parameter update is performed with Eq. 35.

Eq. 35 – Update the parameters. In the final step, \( \delta \theta \) is added to the parameters \( \theta \) to acquire the new parameters which will be used in the next round of explorations.

---

The learning curves for the four force fields are depicted in the top row of Fig. 8. In this figure, the cost for each force field are also split up into the different cost components of Eq. 17. The cost due to acceleration is relatively low, and hardly visible in Fig. 8. The sum over all gain schedules at various stages during learning are depicted in the bottom row of Fig. 8.

**A. Discussion**

A closer inspection of the individual cost components, reference trajectories and gain schedules leads to the following observations:

\[\Sigma \theta = 10^2 \text{ for the Cartesian positions, and } \Sigma \theta_K = 10^{-3} . \]

The relatively low exploration noise for the gains does not express less exploration per se, but is rather due to numerical differences in using the function approximator to model the gains directly (Eq. 23) rather than as the non-linear component of a transformation system (Eq. 18).
After learning, higher stochasticity $\sigma$ leads to higher peak values for the gains (correlation coefficient $R = 0.86$) and smaller after-effects (right graph Fig. 7, $R = -0.99$), which is consistent with human adaptations observed in [2], [14].

The main adaptation of the reference trajectory happens in the first 10 updates. As can be seen in Fig. 9, the reference trajectories after 10 updates are already close to the shape they have at the end of learning after 100 updates. This suggests that the robot first learns the feed-forward term to compensate for the average force field with $\beta = 1$. Since the force field pushes from left to right, the reference trajectory is placed to the left, and is approximately a mirror image of the perturbed trajectory before learning. This is consistent with the observations on human adaptation in [19], [2], [14].

In each of the four force field experiments, the gains initially go up, as reflected in the increasing costs due to the gains in Fig. 8. After reaching a maximum value, the gains then slowly decrease. This effect is consistent with our observations in several robotic tasks [1], [23]. There, we demonstrated that the algorithm initially increases the gains to minimize the main cost component (low position error), and then fine-tunes the gains to minimize the overall cost (low position error and low costs). In this article, this hypothesis is supported by the fact that the maximum cost due to the gains is achieved earlier if the force field is more stochastic.

We are not able to reproduce the effect seen in [14], where a small amount of stochasticity leads to larger after-effect than in the deterministic case. This supports the hypothesis that a small amount of variance aids in learning the internal model. These effects are difficult to reproduce for PI$^2$, as it uses only the exploration noise it generates itself to update the policy parameters (see Eq. 28 and 33).

In summary, the robot adapts to the mean of perturbation by moving the reference trajectory in the opposite direction of the force field, and adapts to stochasticity in the perturbations by increasing the impedance. These are qualitatively similar results to those observed biophysics experiments [14].

For now, the results could not be modelled quantitatively, as there are some clear differences between humans and our robotic platform. In particular, the kinematics and dynamics of the robot are not the same as the human body; this alone may explain many of the quantitative differences. Also, humans learn in ‘muscle space’, and higher impedance is caused by co-contraction of the muscles. In contrast, our robot learns in gain space, as in [5]. Finally, the robot learns much slower than humans (1000 trials vs. 175 in [14]). We believe the main reason for this is that in contrast to humans, our controller and PI$^2$ have no built-in reflexes, and start without any initial knowledge about the domain. Also, humans learn continually during and after each trial, whereas PI$^2$ requires $M$ trials ($M = 10$ in this article) to be performed before updating the parameters. Our current research focuses mainly on applying our methods to more human-like kinematics, and biologically plausible muscle models. We are also developing a version of PI$^2$ in which the last $M$ trials are kept in a FIFO buffer, allowing updates to be performed after each trial, which would enable continual learning.

As in [4], [5], we assume a straight desired path to calculate the task reward, i.e. deviations from this (invariant) desired path are penalized. Without this position error penalty, we are not able to simulate the human movement data. The plausibility of a desired trajectory in biology [29] is still under
debate, and the role of the desired trajectory in our system also deserves further investigation.

An important part of the robot’s adaptation to the force field is achieved by changing the reference trajectory, i.e. in the analytical example in Fig. 1 this was $\vec{F} = -K_P(x - x_r)$, with $x_r = \bar{x}_d/k_P$. The position offset $\bar{F}/k_P$ leads to larger errors between the reference path and actual trajectory $(x_d - x)$ and thus larger forces, which counteract the force field. Changing the reference position to exert a force is known as indirect force control [20]. An alternative would be to directly learn a reference force $F_r$ to compensate for the force field, and perform direct force control, i.e. $\vec{F} = -K_P(x - x_d) + F_r$. Since both direct and indirect force control will lead to similar after-effects, it is not clear which approach humans use. In our future work, we will compare the results of learning with direct and indirect force control on our robot platform. Any differences observed on the robot could assist us in designing experiments to verify which form of control humans use to compensate for stochastic perturbations.

VI. Conclusion

Variable impedance control is essential for safe physical interaction with the environment, and in humans, achieving it is the results of years of learning and development. Task-specific adaptation of impedance in humans is commonly studied within the force field paradigm, where human reaching movements are perturbed by external forces, and compensation strategies used to counter the perturbations are analyzed.

In this article we demonstrate how our reinforcement learning algorithm PI$^2$ is able to find motor policies that qualitatively replicate human movement data in such stochastic force field experiments. Dynamic Movement Primitives and the PI$^2$ algorithm have previously been applied to learning reference trajectories and gain schedules for complex high-dimensional robotic tasks [23], [1]. One advantage of PI$^2$ is that it does not require a model of the system or environment, making it a more biologically plausible alternative to model-based optimal control methods. That our algorithms required no modifications to generate these results (only the cost function and environment are specific to the task) highlights the general applicability of model-free algorithms. That PI$^2$ finds locally optimal solutions without a model of the force field or the robot supports the hypothesis that human learning in such situations is based on stochastic optimality, and that such optimal policies can be learned from experience without requiring a model.

Model-free learning is a prerequisite for autonomous development, where models are extracted from observed data rather than pre-specified by a designer. We also believe that learning variable impedance control is especially relevant to developmental robotics, as it allows for safe continual exploration with the environment, and thus facilitates trial-and-error learning.

Our current work is aimed at several research topics: First of all, we use covariance matrix updating, a well-known strategy in evolutionary optimization [6] to automatically determine the right level of exploration over time, which enables life-long reinforcement learning. In a second project, inspired by the HORDE architecture [26], we are using machine learning to determine which tasks can be used in which contexts, and how existing tasks can be reused for novel task context. Furthermore, we are continuing our modeling of biophysics results,
and are directing our efforts to reproducing the impedance ellipsoids in [18].
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